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Abstract

Recent reductions in the summer extent of sea ice have focused the world’s attention on the effects of climate change. Increased CO2-derived global warming is rapidly shrinking the Arctic multi-year ice pack. This shift in ice regimes allows for increasing development opportunities for large oil and gas deposits known to occur throughout the Arctic. Here we show that hazardous ice features remain a threat to stationary and mobile infrastructure in the southern Beaufort Sea. With the opening up of the ice pack, forecasting of high-frequency oscillations or local eddy-driven ice motion will be a much more complex task than modeling average ice circulation. Given the observed reduction in sea ice extent and thickness this rather counterintuitive situation, associated with a warming climate, poses significant hazards to Arctic marine oil and gas development and marine transportation. Accurate forecasting of hazardous ice motion will require improved real-time surface wind and ocean current forecast models capable of ingesting local satellite-derived wind data and/or local, closely-spaced networks of anemometers and improved methods of determining high-frequency components of surface ocean current fields ‘up-stream’ from drilling and extraction operations.



Introduction

It is becoming increasingly apparent that climate change is having a significant impact on sea ice conditions in the northern hemisphere. The multiyear sea ice (MYI) pack is rapidly shrinking (Polyakov et al., 2012; Comiso, 2012). This loss of thick ice has significant implications throughout the ocean-sea ice-atmosphere interface and, through teleconnections, to temperate and even tropical parts of our planet (e.g., Budikova, 2009; Francis and Vavrus, 2012). The impacts of this abrupt change extend throughout physical, biological, and biogeochemical aspects of the icescape due to the control sea ice has on mass, gas and energy fluxes. There are also many impacts of a practical nature affecting Inuit use of the icescape and the safe operation of maritime industries now working to develop newly accessible Arctic resources.

Shipping and the oil and gas industry are particularly susceptible to the changing icescape as they require information on ice hazards and the oceanic and atmospheric forcing of these hazards. Drill ships in particular will require improved forecasting of large, dense ice features that may cause unmanageable collisions with stationary platforms. Ironically, the decrease in MYI has actually increased the frequency and relative velocities of certain ice hazards (Galley et al., 2013) as global climate change affects both local and regional wind fields (Overland et al., 2012; Ogi and Wallace, 2012). Ocean forcing of sea ice remains poorly understood, relative to wind forcing, partly because of a paucity of in situ under-ice ocean current data.

The high dependence of ice floe drift velocity on geostrophic winds was established as early as the 1970s by investigators such as Thorndike and Colony (1982), who reported sea ice motion to wind velocity correlations of 0.95 and 0.85 in summer and winter, respectively. Recent studies have pointed to increases in drift velocity that can be attributed to increased storminess in the Arctic and regional increases in wind stress in summer, with implications for vertical mixing and erosion of the halocline (Hakkinen et al., 2008; Bourgain and Gascard, 2011). Spreen et al. (2011) ascribe accelerated drift to a thinner ice cover, while Rampal et al. (2009) also attribute changes in ice drift and deformation primarily to sea ice conditions compared to atmospheric forcing, based on an assessment of the International Arctic Buoy Programme data from 1979 to 2007. Investigations of sea ice drift, using beacons launched during the International Polar Year Circumpolar Flaw Lead system study in winter 2007–2008 (Barber et al., 2010) showed seasonality in ice drift-to-wind ratios and angles that corresponded to expected variation of internal ice stress in the Beaufort Sea, with the most responsive ice-atmosphere coupling from mid-November to January, prior to annual compacting of the seasonal ice zone along the coast of the Canadian Arctic Archipelago (CAA) and the adjacent perennial ice pack (Richter-Menge et al., 2002; Lukovich et al., 2011).

Recent studies have highlighted the fact that ice shelves along the NW flank of Ellesmere Island have lost significant mass and area (e.g., Copland et al., 2007). Three-quarters of the 7500–8900 km2 total shelf area, estimated from records of Robert Peary’s 1906 expedition (Spedding, 1977, as quoted in Jefferies, 1987; Vincent et al., 2001) had disintegrated by 1960 (England et al., 2008); by 2008 only 720 km2 remained (Mueller et al., 2008). Although the loss represents an annualized disintegration rate of 29 km2 a−1 since 1960, in fact, most has occurred in massive events, sometimes grouped in a single year. For example, in 2008, a total of 214 km2 of shelf ice was lost, including the entire Markham Shelf, and large blocks calved from the Serson and Ward Hunt Shelves (50, 122 and 22 km2, respectively; Mueller et al., 2008; England et al., 2008). Ice islands originating from such events typically enter either the CAA and drift through the inter-island straits, or they become entrained within the Beaufort Gyre (BG) where in the past they have drifted for years. A prime example is ice island T-3 that was detected in 1950 roughly 650 km northwest of Barrow, Alaska (Koenig et al., 1952). T-3 drifted in the BG for 27 years, completing two revolutions before exiting the Arctic through Fram Strait (Jeffries, 1992). Jeffries (1992) estimated that between 1946 and 1992 there were 600 ice islands identified in the Arctic Ocean.

The region NW of Ellesmere Island also represents the origin of extreme MYI features that, like the ice islands, become entrained within the BG and circulate towards regions of potential offshore development. These extreme MYI features arise due to the convergence of sea ice within the BG and the Transpolar Drift Stream against the NW flank of the CAA (Bourke and Garrett, 1987). This region has been described as the most dynamic region of the Arctic marine icescape. It created the thickest (Wadhams et al., 2011) and most heavily deformed sea ice in the world (Bourke and Garrett, 1987; Melling, 2002). Both the ice islands and the highly deformed first year and thick MYI created here pose a significant potential hazard to industrial operations as they drift south and southwest through the southern Beaufort Sea.

The objective of this research is to illustrate some of the current ice-related hazards in the southern Beaufort Sea in order to inform ice management planning for ship navigation and for the oil and gas industry in the area, and potentially wherever industrial development is planned or underway in other Arctic marine areas. We also present data which demonstrate that in the marginal ice zone, over short periods (hours to days, at least) thick MYI and glacial ice can travel significant distances (km) in any direction relative to the general ice flow field, thereby posing a particular challenge to forecasting paths of hazardous ice features in the southern Beaufort Sea.

Methods

Data presented in this study were collected between August 12 and August 20, 2011, in the eastern Beaufort Sea pack ice, at and near stations 140–150 km WNW of Banks Island (75.0°N 128.9°W) during Leg 2A of the 2011 ArcticNet mission of the CCGS Amundsen. The ice here is a mix of MYI floes interspersed with glacial ice, embedded in or among younger first and second year ice floes. This complex icescape is created by pack ice carried by the BG advecting against the western and northern coast of the CAA. We selected this area to study ice hazards because it lies upstream of license areas for oil and gas exploration to the south and southwest (Figure 1). Two on-ice stations were intensively investigated: Site 1 (August 16, 2011) and Site 2 (August 18, 2011), denoted as S1 and S2 respectively, on MYI with an average thickness of 6.6 m and 4.1 m respectively.

Sea ice thickness was surveyed using a helicopter-mounted electromagnetic induction (EMI) system. Four surveys were flown in the vicinity of sites S1 and S2, each comprising 4–6 parallel transects, with each transect 10–15 km in length. The overall system comprises the EMI instrument, a laser profiler, a nadir-facing video system, and support navigation, control and archive systems. The EMI method for measurements of sea ice thickness over seawater is well established, as are its limitations (e.g., Prinsenberg and Holladay, 1993). At our typical survey altitude of 2–4 m, the footprint of the system was roughly 20–35 m in diameter over 5–10 m thick ice. Further details are reported by Holladay (2006). We compared EMI ice thickness data with direct measurements in 58 coincident augured holes at S1 and S2. Although the helicopter-borne EMI system underestimated drill hole thickness in 8–10 m thick ice by as much as 2–3 m, in 5–7 m thick ice the average difference was insignificant (mean difference = 0.06 m, s.d. = 0.68 m, n = 14).
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Figure 1
Photographs of thick MYI, glacial ice and a map showing the location of industry exploration.

Example photographs of: A) thick MYI, B) glacial ice and C) location of significant license areas for oil and gas exploration in the Southern Beaufort Sea. The southern limb of the Beaufort Gyre advects ice features, such as in A and B, into the lease areas depicted in C.
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Fifteen position-only ice beacons were deployed by helicopter and air-ice boat on ice islands and MYI ice floes to track ice motion in the region. Ten were Canatec Associates International Ltd beacons which transmitted at 15-min intervals, and five were Oceanetics model 703 iridium ice tracking buoys, transmitting at 2-h intervals. Two main components of ice motion in the region, parallel shift and rotation, were measured using a RADARSAT sea ice motion tracking system (Komarov and Barber, 2013) applied to sequential Synthetic Aperture Radar (SAR) images. The sea ice tracking approach employs a phase-correlation technique to detect both the translational and the rotational components of sea ice motion. Further details of this ice motion tracking system are reported elsewhere (Komarov 2009; Komarov and Barber, 2013). In this study we derive sea ice motion (and surface wind fields—see below) both from sequential RADARSAT-1 and from RADARSAT-2 ScanSAR, with images at daily intervals. In addition, selected floes were identified visually in successive RADARSAT images and overlay maps were created to illustrate local, anomalous ice motion.

Ship-based wind records, Canadian Meteorological Centre (CMC) forecast winds, and the North American Regional Reanalysis (NARR) winds were used to assess atmospheric forcing of ice motion. A micrometeorological tower located on the front deck of the Amundsen provided continuous monitoring of wind speed. Wind speed data used in this paper are corrected to 10 m above ocean surface. Additional details on the ship winds are available elsewhere (Else et al., 2012), NARR winds (Mesinger et al., 2006) and CMC winds (Laroche et al., 1999). CMC and NARR forecasts were generated at three-hourly intervals on August 16 and 18, 2011, for comparison with the ship’s winds. Local and regional over-water wind speeds were also calculated from RADARSAT-2 dual-polarization HH-HV ScanSAR images as a function of HH normalized radar cross section (NRCS), HV NRCS, incidence angle and noise floor of the SAR instrument. For RADARSAT-1 and 2 single-polarization HH images the model predictors are HH NRCS, and the incidence angle only. Further details are provided in Komarov et al. (2013).

A 600 kHz Z-cell Nortek Aquadopp acoustic Doppler current profiler (ADCP) was installed to measure upper ocean currents at both stations. Current speed and direction were recorded at 1-min intervals for 17.5 and 19.0 h at S1 and S2, respectively, in thirty 2-m vertical cells extending from 0.5–60.5 m below the bottom surface of the ice. The instrument (and ice floe) track was logged at 10-sec intervals with a Garmin Etrex GPS. Currents were first corrected to true north (Natural Resources Canada at http://geomag.nrcan.gc.ca/calc/mdcal-eng.php) and then further corrected by subtraction of ice drift velocity. Due to the proximity of the magnetic pole, it is not unreasonable to doubt the accuracy of magnetic compass records. However, the GPS record of instrument drift provides a means to test this record. Given the proximity of numerous keels, some to at least 30-m depth, we expect ocean currents in the shallowest bins, sheltered by these keels, to be dragged in the direction of drift. In fact, in the 19-h record at S2, the mean of current directions reported 4 and 6 m under the ice were on average within 2° of the mean of ice drift directions calculated from GPS tracks. At S1, currents at 4 and 6 m tracked an average of 22–25° to the right of ice drift. Hence, we can be reasonably confident that the record of current directions at S2 is accurate to a few degrees, and at S1, to within about 25°. Even at S1, the rotation, at least, of shallow currents is real, and the general direction—moving to the WSW, with rotation to the right—of currents in shallow sheltered water does tend to follow the track of the ice floe (Figure 2).
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Figure 2
Ice motion and under-ice currents at Site 1 and Site 2.

Panels at left are current velocity time-depth cross-sections, with speeds indicated by the colour scale at right. Superimposed black lines show ice floe velocity, with positive values indicating eastward (northward) motion. Charts at right show relative ice motion and water circulation at four depths, starting at coordinates 0,0. Simultaneous tracks of three ice islands are also shown (for S2 only). Water circulation tracks were determined by summing incremental velocities. See Figure 6 and 7 for site locations.
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Results and discussion

Field observations on multi-year ice

In preparation for the Amundsen mission, multiyear floes of potential interest were identified by a Canatec Consulting (Calgary) RADARSAT analysis team. We note here that none of the features that they identified were actually observed to be unmanageable ice features (e.g., in the sense that they would pose an unmanageable hazard to drill ships). In consequence, we used the Amundsen’s helicopter to conduct visual surveys and select study sites within a 200-km radius of the ship. Although, the region appeared to be dominated by first and second year ice, nonetheless, embedded MYI was common. Sea ice thickness distributions at both S1 and S2 showed an open water mode, 0 m thick, and within the ice, modes at 1, 3 and 6–7 m thickness (Figure 3). In the four EMI surveys flown, 20–40% of the ice was > 4 m thick. Several observations were ≥ 10 m, the saturation limit of the EMI. At S1 and S2, both in MYI, mean thicknesses measured by boreholes were of the order of 3–5 m, but a few holes were 10–15 m deep. In air-ice boat surveys, we identified several thicker floes in the region. Figure 1A shows one example of a floe with maximum sail height more than 10 m above water and a visible keel reaching more than 40 m below the water surface.

During the helicopter surveys we identified 17 glacial ice features that ranged in size from hundreds to thousands of meters in diameter. All had drafts greater than the surrounding sea ice (by visual inspection) and most were embedded within the multiyear and/or first-year sea ice (Figure 1b). Some had gravel on their surface (anywhere from small stones and gravel to boulders the size of a small car), which Jeffries (1992) described as a characteristic of ice islands with glacial origins. These features were visually obvious from the helicopter, due to the deformation of the sea ice surrounding the glacial floes and to dark ice surfaces (when rocks and gravel were present). None could be distinguished on SAR.

[image: image]

Figure 3
Sea ice thickness distributions derived from the helicopter-borne EMI induction system in the study area.

Values of 8–10 m underestimate thicknesses measured at coincident augur holes. The EMI system saturated at 10-m thickness so that maximum values should be considered as ≥ 10 m.
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These glacial ice features probably derive from the collapse of the ice shelves along the NW flank of the CAA (Jeffries, 1992; Copland et al., 2007). If the Arctic continues to warm, it is likely that this loss of ice mass flux will continue at the present rate at least as long as suitable shelf ice material remains. Historically, such ice islands have survived for several years to decades as they drift around the BG (e.g., ice island T-3 described above; Koenig et al., 1952; Jeffries, 1992; Rigor et al., 2002; Rigor and Wallace, 2004), but statistics of MYI age need to be revisited now that there has been such a dramatic reduction in MYI in the BG (Comiso, 2012) and an increase in summer melt (Perovich et al., 2008) and velocity (Galley et al., 2013) of the BG icescape.

A key feature of any ice management system is the use of reliable local surface winds for wave height and ice motion modeling. Although the wind speed recorded at the ship was modeled reasonably well by CMC, and modestly overestimated by NARR, neither predicted wind direction adequately (Figure 4). Even the light breeze on August 18 (∼ 3 m s−1) was mispredicted by roughly 60°. Moderate (at best) to poor agreement between forecast and observed winds is an ongoing issue (e.g., Garrett, 1985; Bromwich et al., 2009) that requires new approaches to surface wind forecasting.

One such approach may incorporate local wind speed estimates using RADARSAT. We applied the method of Komarov et al. (2013) using RADARSAT-2 HH-HV and RADARSAT-1 HH imagery over the study area. A surface wind product derived from a RADARSAT-2 HH-HV image acquired on August 16, 2011, is shown in Figure 5. Owing to calm wind conditions on August 16, retrieved SAR wind speeds underestimated ship wind speeds, although they were within the error reported for the method (1 m s−1; Komarov et al., 2013), while on August 18 the average ship wind speed (2.8 m s−1; Figure 4) was very well predicted by SAR. From the low wind speeds for regional (CMC and NARR) and local (ship and SAR retrieved) winds on August 16 and 18, we infer that local atmospheric forcing played a minor role in the drift of ice features recorded at stations S1 and S2.

[image: image]

Figure 4
Comparisons of surface winds.

Wind roses showing ship-based (black), NARR (red), and CMC (blue) wind speed and direction at 3-h intervals on August 16 (06–15 h, left panel) and August 18 (00–21 h, right panel), 2011. Retrieved SAR wind speed values for August 16 (2.97 m s−1) and August 18 (5.76 m s−1) are shown as magenta circles in each panel.
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Figure 5
Surface wind speed, in open water, derived from a model.

Surface wind speed, in open water, derived from a model (Komarov et al., 2013) relating RADARSAT-2 backscatter to surface winds through their effect on wave height. Wave estimates are valid for open water areas outside of and within the sea ice pack. Wind speed is extracted from a RADARSAT-2 HH-HV Image acquired on Aug 16, 15:46, 2011. Color bar indicates wind speed in m s−1. Yellow vectors denote sea ice motion derived from a SAR image pair August 15, 15:23—August 16, 15:46, 2011. M’Clure Strait and the NW corner of Banks Island are visible near the right corner of the image.
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Differences in wind direction between the ship-based, reanalysis and forecast data may be attributed to the coarse resolution of the numerical models unable to capture small-scale wind and ice drift variability. The advantage of the SAR retrieval algorithm over the numerical model output resides in its ability to capture ice drift and wind effects over spatial scales on the order of hundreds of meters. Furthermore, for wind speeds in excess of 2 m s−1—values for which accurate wind representation in forecasting ice hazards and drift are increasingly important—retrieved SAR wind speeds are shown to outperform model and reanalysis data. Komarov et al. (2013) report that SAR-derived wind speeds fit buoy data with a root-mean-square error (RMSE) = 1.6 m s−1 (for HH-VV). Bromwich et al. (2009) reported that the Polar Weather Research and Forecasting model (PWRF; considered state-of-the-art for arctic weather modeling) predicted SHEBA (Surface Heat Budget of the Arctic Ocean, 1997–1998) ice camp data with RMSE = 1.5 (January) to 1.6 (August) m s−1. However, the PWRF model output retained a bias of −0.6 m s−1; here the Komarov method outperformed the PWRF model, with a reported bias for the prediction of the validation set of only 0.1 m s−1.

Ice beacon trajectories and ice motion tracking from a SAR image pair (15:17 August 17 and 15:35 August 18, 2011) are shown in Figure 6, overlaid on the first image of the pair. The SAR-derived vectors agree well with the beacon recording motion at S2 over the same period. We observed a similarly close fit of the SAR-derived ice track with trajectories of beacons placed at S1 two days earlier (not shown).

Variability in drift direction among floes, and between ice islands and floes, was first observed as different displacements, between helicopter flights, of readily distinguishable ice features. It was confirmed by beacon tracks over the next few days of the study. While S1 and S2 moved coherently southward with the surrounding ice pack, several ice islands, on which we also placed beacons, did not. From August 16 to 17 three of these drifted first westward and then northwestward, across and then opposite to the general flow of the sea ice (Figures 7 and 8); through the late afternoon and evening of August 17 they continued to drift northward before, on the morning of August 18, turning southeastward (Figure 6C).

[image: image]

Figure 6
RADARSAT derived ice motion.

RADARSAT derived ice motion between images acquired on August 17, 15:17, and August 18, 15:35, 2011, showing the average ice motion as yellow vectors. Beacon data, shown in other colours, in general indicate good agreement between the general ice motion and the motion of particular floes. This general agreement breaks down, however, when one examines the motion of thick ice features (e.g., red and blue lines in C. Site 1) which were marine glacial features with drafts > 40 m.
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Figure 7
Displacement of selected floes over 24 h.

RADARSAT image acquired at 15:46 UTC 16 August, 2011 (white = ice, black = open water), with selected floes indicated by blue cross-hatch. Yellow cross-hatch indicates positions of same floes at 15:17 on 17 August; pale yellow indicates overlap. Red arrows indicate displacement of selected floes over the ∼ 24 h between images. Letters highlight three regions where the daily motion varied greatly, both locally and relative to the average pack motion (c.f. Figure 6). ‘S1’ and ‘S2’ indicate ADCP locations. The area within the white rectangle is enlarged in Figure 8.
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Figure 8
Displacement of ice floes with ice beacon tracking data.

See Figure 7 for context. Here, cyan lines indicate tracks of ice beacons on three ice islands over the period between retrieval of RADARSAT images on August 16 and 17 (with adjacent arrows indicating the direction of travel). The ice islands are not visible at the resolution of the RADARSAT 2 data. Note the clockwise rotation of floe “A” which, together with displacements of surrounding floes and beacon tracks, suggests a local clockwise eddy.
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Stations S1 and S2 drifted 4–5 km to the southeast during the ADCP deployments following the regional motion of the pack (Figure 2). A periodic element in the motion of both drift trajectories (semi-diurnal) is roughly consistent with either inertial or tidal oscillations; the length of each record, less than two full periods of the oscillation, is too brief to distinguish between these two forcings with any certainty. In ADCP bins nearest the under-ice surface, ocean currents tended to follow the ice (as would be expected if water within or near the range of keel depths was dragged with the ice); deeper currents tended more eastward (at S1) or northwestward, opposite to the ice motion (at S2). The ADCP range of 60 m reached to the upper halocline (from local CTD profile observations; not shown) and hence to the upper boundary of Pacific water flow (Melling, 1998; McLaughlin et al., 2002). The vertical velocity gradients described can be explained as a reconciliation between the drag of the ice floes, following the atmospherically forced southerly flow of the BG in this region, and Pacific water, which here flows prevailingly northward along the coast of the CAA, or eastward towards M’Clure Strait (McLaughlin et al., 2002).

The large ice floe on which we established station S1 drifted southeastward from August 16 to 17, following the general motion of the regional pack. Over the same period, two nearby ice islands moved westward, across the paths of vectors describing general pack motion, and a third drifted to the northwest, opposite to the pack (Figure 8). The base of the ice islands reached deeper (greater than 70 m, given the freeboard in excess of 10 m) than most keels under the MYI floes. Nonetheless, the westward and northwestward travel of the ice islands was not explained by interaction of the relatively thick ice islands with the deep currents recorded at nearby S1 (Figure 2), which were eastward at the time. On closer examination, the ice islands and several nearby floes moved coherently. The largest of these floes, “A” in Figure 8, clearly rotated clockwise and, while two ice islands and two floes just to the south drifted westward, a third floe just to the north drifted to the southeast. Together, these motions are best explained by a clockwise eddy structure centered near the north end of floe “A”.

These deviations from the general motion of the pack were not unique. In the same image, we note that two nearby floes at “B” in Figure 7 drifted perpendicular to the path of the pack, but in opposite directions. Similarly, several floes at “C” drifted to the east-northeast, again perpendicular to the average flow field of the ice pack. The average speed of these floes across the path of the pack was of the same order as the speed of the pack itself, in the range of 4–8 km d−1. None of these anomalous tracks are adequately explained by wind, whether measured at the ship or modeled, or by local under-ice current records, measured only 10–20 km away, or forcing by the regional motion of the pack (all floes described were separated by at least 1–5 km of open water). In fact, without very local surface wind and ocean current observations, iceberg trajectory models fail to report motion due to high-frequency current structure (inertial or tidal motion, eddies) with sufficient precision to forecast local motion of hazardous ice features (e.g., Gaskill and Rochester, 1983). More specifically, it has long been accepted that currents or current profiles recorded at a well rig are not adequate indicators of currents at icebergs as little as a few kilometers distant (e.g., Garrett, 1985). Near-field near-future velocity is as well forecasted by near-field antecedent velocity, with the error estimate for the forecast trajectory estimated by the high-frequency variability in the antecedent velocity. Using this and related approaches, the uncertainty in the forecast trajectory, over periods of hours, typically exceeds the full trajectory length (Garrett, 1985). Wind-driven iceberg trajectory models, without ocean current forcing, develop significant errors very quickly. Using such a model in a study of 28 iceberg trajectories in the Hibernia oil field, Finlayson et al. (1992) reported a median error of 6 km (and a maximum error of 25 km) after only 12 h.

Given that both marine glacial ice and thick MYI are significant hazards to mobile or stationary infrastructure, the modeling and prediction of this highly dynamic floe field remains a significant challenge to ice management in the southern Beaufort Sea and in other locations with a similar icescape (e.g. the CAA, Baffin Bay, Fram Strait, and along the coasts of Greenland).

Hazardous ice features

With increasing oil and gas development planned in the southern Beaufort Sea, it is important that we learn whether the ice islands and the hazardous MYI that we have described are likely to persist given the well-known reduction in extent and average thickness of the BG icescape. Here, we use evidence from relevant literature to discuss potential changes in glacial and multiyear ice mass, velocity and circulation as they may constitute hazards to Arctic marine industries.

Sea ice along the northwest flank of the CAA experiences great internal stresses as it is compressed against the CAA and is thus described as the most dynamically active and thickest sea ice in the world (Bourke and Garrett, 1987; Melling, 1999). These characteristics are ascribed to the large-scale drift patterns of Arctic sea ice which act to transport and pile ice up along the northwest coasts of the CAA and Greenland. Due to the stresses and geographical constraints of the area, ice can remain there for years, growing thicker and more heavily ridged (Wadhams et al., 2011). Hence, this region has been referred to as a “redoubt” of Arctic MYI, where MYI coverage has remained relatively constant from 1980 through to 2011 (Wadhams et al., 2011; Maslanik et al. 2011). Although Maslanik et al. (2011) note a reduction in the spatial coverage of 5+ year old ice within this region from a fairly stable ∼ 400 000 km2 between 1980 and 2005 to a minimum of ∼ 110 000 km2 in 2011, with significant losses in 2008 after the 2007 sea ice minimum, this MYI remains a reflection of the imbalance between the export and import of MYI from this region. It continues to be exported southwards along the coast of the CAA into the Beaufort Sea via the Beaufort Gyre (Maslanik et al., 2011) with a possible recent increase in the quantity of ice transported southwards out of the region north of the CAA (Stroeve et al., 2011). On the other hand, faster melt of MYI during its transition through the southern BG (e.g., Perovich et al., 2008) has reduced the amount of MYI transported back towards the CAA on the northern limb of the BG (Maslanik et al., 2011).

This reduction of MYI is accompanied by a reduction in the average thickness of sea ice (Haas et al., 2008). Measurements of ice thickness are sparse in the eastern Beaufort Sea; hence we refer to the helicopter-borne EMI ice thickness surveys of Haas et al. (2010) over the North Pole and submarine thickness surveys of Wadhams (1990), Wadhams et al. (2011), Rothrock et al. (1999) and Rothrock et al. (2008). Haas et al. (2008) compared ice thickness data from 1991, 2001, 2004 and 2007 for the region over the North Pole and found a regime shift from earlier MYI dominance to first year ice dominance by 2007. As part of this regime shift a decrease in mean ice thickness of up to 44% occurred between 2001 and 2007, to a mean thickness of 1.27 ± 0.77 m in 2007. Wadhams et al. (2011) compared submarine data from 1976, 1987, 2004 and 2007 from north of Greenland between 20°W and 30°W and found a reduction in mean drafts from 5.5–6.5 m (1976) to 4.5–6.0 m (1987) down to 3.5–4.0 m (2004 and 2007). Historically, submarine-based ice thickness data from along the CAA is sparse; however, sea ice within the northern portion of the nearby region of declassified submarine sonar data (the ‘SCICEX box’; Rothrock et al., 2008) was shown to decrease by as much as 2.3 m between the periods of 1958–1976 and 1993–1997 (Rothrock et al., 1999). In another analysis the same area decreased from thicknesses of 4–5 m in 1988 (Rothrock et al., 2008) to thicknesses of 2.5–4 m in 2008 (Kwok and Rothrock, 2009). Clearly, in these regions, there has been a dramatic reduction in ice thickness. However, significant thick MYI remains. From their 2004 and 2007 surveys, Wadhams et al. (2011) also reported that in spite of the widespread trend to thinner MYI, much unmanageably thick MYI remained along the northern coast of the CAA. West of 50°W off the north coast of Ellesmere Island, they reported mean drafts of 5–6 m. Haas et al. (2010) found similarly thick MYI along the coast of Ellesmere Island during aerial surveys in April 2009. In the region we studied in August 2011, 20–40% of the ice was > 4 m thick. Clearly, enough of the Arctic’s old, thick MYI persists off the coast of the CAA to remain a significant threat to potential oil and gas infrastructure.

Is this also true of the CAA ice shelves, the source of ice islands to the Beaufort Gyre (BG)? Certainly, since 2008, there have been further calving events from the remaining shelves. Based on comparison of two MODIS satellite images (August 29, 2008, and August 13, 2013), only a few small remnants of the Serson Ice Shelf remain. An 80-km2 section of the Ward Hunt Ice Shelf was lost between August 2008 and August 2013, leaving two large segments separated by 5–6 km of open sea and very exposed to erosion or further weakening by marine forces. Only the Milne Ice Shelf appears to be largely intact. The remaining shelf ice survives in a weakened condition. Calving from the Ward Hunt Ice Shelf in 2008 was accompanied by widespread fracturing throughout the shelf, preconditioning it for future deterioration (Mueller et al., 2008). Moreover, it may have thinned by as much as 15 m between 1981 and 2002 (Braun, 2012, as quoted in Mortimer et al., 2012). The Milne Ice Shelf, too, has thinned; it lost 8 m in average thickness in the 28 years from 1981 to 2009 (Mortimer et al, 2012). Such thinning has further contributed to weakening of the remaining shelf ice. Although sustained warming probably accounts for thinning and thereby weakening of the shelves, the more proximate cause of calving events is likely to have been processes associated with increasingly frequent, longer periods of exposure to open water and loose pack ice along shelf margins. Historically there has been a broad band of multiyear landfast sea ice located along the seaward face of the ice shelves that held it in place and protected it from external forces—mainly direct thermal and mechanical erosion by waves, and direct collisions with mobile pack ice (Copland et al., 2007; Pope et al. 2012). Major calving events from 2005 to 2008 all occurred during periods when the protective band of multiyear landfast sea ice was not present (Mueller et al., 2008; Mortimer et al., 2012). The consequence is that the ice shelves of Ellesmere Island are expected to continue to deteriorate and collapse (Braun et al., 2004; Copland et al., 2007; Mueller et al., 2008; Mortimer et al., 2012). In the last 5 years, at least 130 km2 have been lost from the 720 km2 of ice shelf extent in 2008. At this rate of disintegration, the last of the shelf ice will deteriorate in the next two decades. Given the increased exposure of the two remaining parts of the Ward Hunt Ice Shelf and the weakened state of both the Ward Hunt and the Milne Ice Shelves, it is unlikely that they will survive even that long. Meanwhile, until the remaining ice shelves are completely gone, the continued calving of the shelves will maintain or even, for a brief time, increase the population of ice islands in the Beaufort Sea.

Conclusions and recommendations

Arctic climate change would lead us to believe that sea ice hazards are decreasing in the Beaufort Sea as we increase the proportion of annual ice and decrease the proportion of perennial ice. Our results show that, in fact, significant challenges remain in terms of the detection and prediction of motion of sea and glacial ice hazards. Each of the thick ice features identified during our field program (Figure 1) were of sufficient size and mass that a drill ship would have to detach to evade them or icebreakers would have to tow or break them up (difficult to impossible depending on mass). The many hazardous glacial and multiyear ice features that remain in the southern Beaufort Sea are difficult or impossible to distinguish by satellite remote sensing. We expect these hazards to exist for at least the next several decades, because the BG will continue to carry glacial and MYI southward from along the CAA into hydrocarbon exploration areas and to circulate at least some of this ice back to the MYI-generating NW flank of the CAA, making development of an ice management system for oil and gas development challenging.

Our observation of a highly variable circulation of small but very thick ice islands and MYI floes illustrates a number of key challenges: 1) we need better remote sensing detection methods to be able to distinguish marine glacial ice entrained in sea ice; 2) we need improved surface wind direction forecasting if we are to describe the average flow field of the ice with useful accuracy; 3) we need high resolution measurements of near-surface currents since high frequency oscillations and eddies force deviations in sea ice motion away from the average flow field. We summarize recommendations into three areas required for management of ice hazards:

1. Hazardous ice feature detection: Current active microwave satellite sensors have limited ability to detect hazardous ice features. Future research is required to exploit polarimetry and the higher temporal resolution data which will be available through constellation missions (e.g., Radarsat Constellation and the ESA missions). Given the limitations of current state-of-the-art satellite hazardous ice detection, dedicated aircraft surveillance may continue to be necessary for the foreseeable future in ice management systems. Because hazardous ice features may be hidden among manageable floes, the required density of flight surveillance will be higher than, for instance, in the managing for icebergs in the north Atlantic Ocean. However, this solution is inevitably limited by weather conditions. Very high resolution optical satellite data may be used to supplement airborne surveillance, but they are limited to cloud-free days.

2. Wind field observations and forecasting: Local wind estimates from satellite data (e.g., Komarov and Barber, 2013) may provide improved forecasting of wind speed; with the advent of the proposed SAR constellation system by the European and Canadian Space Agencies, repeat coverage would be reduced to 3 h, making this approach a good candidate for estimating the local surface wind field. We recommend further research into the potential for estimating wind direction by SAR. For now, however, improved forecasting of wind direction will require local wind observations, at the very least including winds recorded at oil or gas extraction support vessels and permanent platforms. One further option may be installation of recoverable or disposable anemometers, with real-time telemetry, on upstream floes, a solution that would require parallel development of modeling routines that self-correct semi-continuously using real-time, local wind data from a Lagrangian network of observatories.

3. Surface current observations: It is possible that High Frequency Coastal RADAR (sometimes called CODAR, i.e. Coastal Ocean Dynamics Applications RADAR) could be used to measure the surface current field updrift of installations. It can be effective over a range of 30–50 km. However, since it measures only radial components of velocity, multiple stations would be required to characterize current vector fields precisely enough to model high-frequency ice drift velocities (local deviations from the average pack motion) in a field updrift of a drill rig or other structure. An alternative would be an array of upward looking Acoustic Doppler Current Profilers installed as a real-time cable network upstream of any drill ship location. Such an ADCP network would need a spatial resolution on the order of 10 km to adequately represent or model the highly variable surface currents illustrated in Figure 2. An ice motion forecasting model would also benefit from data on pack compression rates, due to ice-ice and ice-shore interactions, telemetered from stress sensors in the updrift pack. We realize that these recommendations may seem impractical at this time, for to implement them fully would require development of sea-ice-capable observational instruments and of forecast models capable of ingesting moving arrays of real-time observational data. We believe, however, that, in the long term, developing such a system is possible and that the benefits of an accurate forecasting model could outweigh the costs of the system.

The results that we have presented here illustrate a very complex circulation regime with forcing by both the ocean and the atmosphere combining in ways that make precise prediction of ice motion a significant challenge yet paramount to avoiding unwanted interactions of ice and industrial operations. We conclude that development of potential oil reserves in the Arctic, particularly in the Beaufort Sea, will require significant investments in technology and modeling capability if a fully functioning operational ice management system is to be developed.
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